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Abstract. This paper discusses a known-plaintext attack on a redundancy reducing cipher method which is proposed by Wayner. We also propose an extension of Wayner’s redundancy reducing cipher scheme so that the security will be improved greatly.
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1. Introduction

In order to protect encrypted data against statistical analysis, Shannon suggested that some of the redundancy of the language be removed before encryption (Huffman, 1952; Schneier, 1996). Data compression is one method for removing redundancy before encryption (Amsterdam, 1986).

Wayner (Wayner, 1988) proposed an efficient encrypting compression algorithm that is based on the well-known Huffman coding. He modified the Huffman coding so as to permit encryption to accompany compression. This approach reduces the redundancy of a file to near the theoretical minimum. Wayner intended to encipher and compress the plaintext simultaneously. His method does not require other encryption algorithms (i.e., the Data Encryption Standard (Schneier, 1996)) as a second pass to enhance security. In this paper, however, we show that his method cannot withstand a known-plaintext attack when the attacker knows a few pairs of (plaintext, ciphertext). We also propose a redundancy reducing cipher for extending Wayner’s enciphering scheme so that the security will be improved greatly.

2. The Weakness of Wayner’s Scheme

In Wayner’s scheme, he pre-built a standard binary tree (Huffman tree) depending on the relative frequency of every character in the text. Since the standard tree is fixed in the system, the cryptanalyst can discover the tree by analyzing many different messages. To enhance the security, Wayner used the standard tree with a key to control how the variable length codes are determined. Instead of each branch in the tree being fixed as zero or one (binary), the numbers that control the branching are determined by the bits of the key.
Wayner proposed two methods for assigning a key to a tree. Method 1 assigns one bit for each level of a tree. Method 2 assigns one bit for each node of a tree. This bit is operated XOR (exclusive-or) to the addresses for each node on that level. Figs. 2, 2, and 2 illuminate the above mentioned method.

As just stated, the standard tree can be discovered by analyzing many different messages. The key of Method 1 in Wayner’s scheme (Wayner, 1988) is easily discovered when a character that is in the longest path of a tree and its corresponding cipher-code is known. For example, if we know the standard tree (Fig. 2) and the cipher-code "0001" of "H" or "0000" of "A", the tree (Fig. 2) associated with the key "1001" can be derived.

The key of Method 2 in Wayner’s scheme (Wayner, 1988) is also easily derived when a few characters and their corresponding cipher-codes are known. We let \( x \) be the number of nodes which have two leaves. We thus need to know only \( x \) pairs of (character, cipher-code), where the character is one of the leaf-characters of the \( x \) nodes. Since the tree is in binary, \( x \) is less than \( n/2 \), where \( n \) is the number of leaves in a tree. For example, whenever we know the standard tree (Fig. 2) and the cipher-code "0011" of "H" and "11" of "T", the tree (Fig. 2) associated with the key "10011" can be derived. There are six characters in the tree, but we need only to know two characters T (or R) and H (or A) and their corresponding cipher-code to derive the private key "10011".
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3. Our Scheme

Shannon proposed two encryption techniques to protect against attacks based on statistical analysis: confusion and diffusion (Chang, 2000; Hwang, 1999; Schneier, 1996). Since Wayner only confuses the plaintext and does not include any process of diffusion, his approach is not secure when the analyst has knowledge of pairs of plaintext and corresponding cipher-code. To enhance the security, we suggest that the following two methods be combined with Wayner’s method: confusion by operating an exclusive-or private key and Huffman codes, and diffusion by permuting the Huffman codes with a fixed period. In other words, the point of using Huffman coding or another data compression method is only to remove redundancy.

From the above discussion, we see that Wayner’s scheme cannot withstand a known-plaintext attack when the attacker knows a few pairs of (plaintext, ciphertext). We now give an extended scheme which improves Wayner’s enciphering scheme for withstanding this type of attack. We also pre-build a standard binary tree (Huffman tree) depending on the relative frequency of every character in the text. We also use Wayner’s two methods for assigning a secret key to a tree except for that the key is a variable but not constant. In other words, all characters are encrypted with a different secret key. We assume that Alice wants to send an encrypted message to Bob. The enciphering procedure is as follows.

1. Alice and Bob agree on a binary tree.
2. Alice generates a secret key ($K_1$) in length of levels of the tree.
3. Alice distributes the secret key to Bob by secret channels.
4. Alice encrypts the first character ($H_1$) with $K_1$ by using the same method as Wayner’s scheme.
5. Alice changes the secret key by computing ($K_2 = K_1 \oplus H_1$). If the length of $H_1$ is less than that of $K_1$, append binary “0” to $H_1$ such that the length of $H_1$ is equal to that of $K_1$. 

![Diagram](image-url)
6. Alice repeats the above two steps to encrypt the second, third, \cdots, and the last character and change the secret key by computing $K_{i+1} = K_i \oplus H_i$.

7. Alice sends the encrypted message to Bob by public channels.

Whenever Bob receives the encrypted message (C), he decrypts it as follows.

1. Bob decrypts the first character $H_1$ from C with $K_1$ by using the same method as Wayner's scheme.

2. Bob changes the secret key by computing $(K_2 = K_1 \oplus H_1)$. If the length of $H_1$ is less than that of $K_1$, append binary "0" to $H_1$ such that the length of $H_1$ is equal to that of $K_1$.

3. Bob repeats the above two steps to decrypt the second, third, \cdots, and the last character and change the secret key by computing $K_{i+1} = K_i \oplus H_i$.

An example of our scheme to encrypt the message "TEACHER" with a standard tree (in Fig. 2) and a secret key "1001" is shown in Table 1. Therefore, the encrypted message of "TEACHER" is "11 00 1000 001 1010 01 01".

<table>
<thead>
<tr>
<th>i</th>
<th>$K_i$</th>
<th>$H_i$</th>
<th>$C_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1001</td>
<td>T(01)</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>1101</td>
<td>E(11)</td>
<td>00</td>
</tr>
<tr>
<td>3</td>
<td>0001</td>
<td>A(1001)</td>
<td>1000</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>C(101)</td>
<td>001</td>
</tr>
<tr>
<td>5</td>
<td>0010</td>
<td>H(1000)</td>
<td>1010</td>
</tr>
<tr>
<td>6</td>
<td>1010</td>
<td>E(11)</td>
<td>01</td>
</tr>
<tr>
<td>7</td>
<td>0110</td>
<td>R(00)</td>
<td>01</td>
</tr>
</tbody>
</table>

The above enciphering and deciphering procedures are extended from Method 1 in Wayner's scheme. Method 2 in Wayner's scheme also can apply to the above procedures just by modifying the step of changing secret key.

Our extended scheme not only retains the advantages of Wayner's scheme but also enhances the security.

4. Conclusions

We have shown that Wayner's scheme cannot withstand a known-plaintext attack when an attacker knows a few pairs of (plaintext, ciphertext). We also have proposed an extended scheme which is a slight modification of the Wayner's scheme. The proposed scheme not only retains the advantages of Wayner's scheme which reduces the redundancy of a file to near the theoretical minimum, but also enhances the security.
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